
1. Introduction
Clouds associated with shallow maritime convection have been recognized as a vital contributor to the net cloud 
radiative effect for decades (Bony & Dufresne, 2005; Hartmann et al., 1992). Both small areas with large cloud 
fractions and large areas with small cloud fractions, make important contributions to these effects. The eastern 
ocean basins, where cold ocean currents and the overlying warm air give rise to extensive cloud decks, is an 
example of a small area with a large coverage of clouds. The trade-wind regions typify the idea of a large region 
with a relatively small coverage of clouds. Often these limiting cases are idealized as end points of a continuous 
transition, as overcast regions break-up into scattered, randomly distributed, cumulus convection as air-masses 
are advected over warmer waters by the trade winds.

Nature is more messy, as even in the downwind trades cloudiness can vary considerably, something that 
Riehl (1954) already pointed out. And although scattered, seemingly random, distributions of rather shallow clouds, 
are observed in the downstream trades, the prevalence of such cloud regimes might have been over-emphasized 
by modeling studies on domains too small to capture meso-scale forms of organization (Siebesma et al., 2003; 
vanZanten et al., 2011). As more modern observations began documenting variability in the forms of organiza-
tion of clouds in the trades (Rauber et al., 2007), and it became possible to simulate clouds using fine-meshes on 
larger (but still not particularly large) domains (Heus & Seifert, 2013), attention began to focus on what deter-
mines how shallow convection organizes, and how this influences cloud amount (Bretherton & Blossey, 2017).

Abstract The meso-scale variability in cloudiness of the marine trade-wind layer is explored with large-
eddy simulations of regional extent and validated against observations of the EUREC 4A field campaign. 
41 days of realistically forced simulations present a representative, statistical view on shallow convection in 
the winter North Atlantic trades that includes a wide range of meso-scale variability including the four recently 
identified patterns of spatial organization: Sugar, Gravel, Flowers and Fish. The results show that cloud cover 
is on average captured well but with discrepancies in its vertical and spatial distribution. Cloudiness at the 
lifting condensation level depends on the model resolution with the finer one producing on average a more 
realistic cloud profile. Independent of the resolution, the variability in cloudiness below the trade inversion is 
not  captured, leading to a lack of stratiform cloudiness with implications on the detectability of meso-scale 
patterns whose cloud patches are characterized by stratiform clouds. The simulations tend to precipitate more 
frequently than observed, with a narrower distribution of echo intensities. The observed co-variability between 
cloudiness and environmental conditions is well captured.

Plain Language Summary Clouds generally cool the planet due to their ability to reflect sunlight 
efficiently. To estimate this cooling in a future climate, the processes leading to cloud formation need to be 
understood. A process that current climate simulations struggle to capture due to their coarse resolution is 
the variability and patterning of cloudiness on scales on the order of 10–100 km. In this study we ran higher 
resolved simulations at hm-resolutions by limiting the region to the downstream North Atlantic trades where the 
patterning of shallow clouds is common. Coinciding our simulations with the measurements of the EUREC 4A 
field campaign and being able to run them for over a month allowed us to pin-point current deficits that these 
higher resolved simulations have. These are in particular the vertical cloud distribution with too little stratiform 
cloud amount and too much precipitation that hardly changes with the patterning in cloudiness. Nevertheless, 
the simulations do a good job in capturing the day-to-day variability in total cloud cover and its co-variability 
with environmental conditions justifying a further study of the phenomenon with these kind of simulations and 
ultimately improving the climate simulations on this aspect.
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More recently, research has demonstrated that variations in cloudiness in the downstream trades can often be 
associated with recognizable meso-scale patterns (Stevens et al., 2020b), and how these patterns help explain 
differences in cloud-radiative effects (Bony et al., 2020). Using observations, Schulz et al.  (2021) has further 
demonstrated that these patterns encompass different cloud morphologies which emerge in association 
with  distinct meteorological environments. These findings support the idea that changes in cloud amount with 
warming might be realized by a different selection of large-scale conditions, and hence a change in the mix of 
mesoscale cloud patterns, a possibility that is all the more intriguing because state-of-the-art climate models do 
not account for this variability (Nuijens et al., 2015).

To understand mesoscale processes, Large Eddy Simulation (LES) is becoming an increasingly useful tool; with 
advances in computing resolving mesoscale cloud fields became feasible and has been used to study a variety of 
cloud formations (e.g., Gryschka and Raasch, 2005; Heus and Seifert, 2013; Li et al., 2021; Matheou et al., 2011). 
With the current advances it is now possible to perform relatively fine mesh simulations over very large (ca. 
1,000 km) domains for periods of days (Stevens et al., 2020a) to weeks capturing the natural variability. In addi-
tion, new measurement techniques and associated data sets have simultaneously been developed which make it 
possible to critically and quantitatively asses the fidelity of the simulations, and hence the appropriateness of 
the tool. Exemplary of the new data sources are the EUREC 4A measurements, which were collected to, in part, 
“provide a reference data set that may be used as a benchmark for the modeling and the satellite observation of 
shallow clouds and circulation” (Bony et al., 2017). To accomplish this objective a very large number of both 
complementary and redundant cloud observations were assembled during EUREC 4A. The campaign also made 
use of extensive soundings (2,614 soundings were dropped or launched in total) in ways that allowed to charac-
terize the meso-scale (200 km) environment (Bony & Stevens, 2019) upwind of the Barbados Cloud Observatory 
(BCO) (Stevens et al., 2021), as well as an enormous wealth of in-situ data, satellite and surface based remote 
sensing. Capitalizing on these data a few recent studies (Dauhut et al., 2023; Narenpitak et al., 2021) have begun 
to explore factors influencing the mesoscale organization of clouds in the downwind trades, albeit from the point 
of view of cloud structures that span hundreds of kilometers, over still relatively small (200 km) domains, and 
with varying degrees of quantitative assessment.

In this paper we use a subset of the EUREC 4A measurements to evaluate more broadly the ability of numer-
ical simulations, with fine (156–624 m) grids, to quantitatively represent the observed cloud fields and their 
co-variability with their meso- to large-scale environment over much larger domains, and by using a much larger 
cross section of the EUREC 4A data. This allows us to ask:

1.  To what extent do the simulations capture the mean features of the observed cloud field?
2.  How well do the simulations reproduce the observed variability in cloudiness, particularly in relation to 

meso-scale patterns of cloudiness and its co-variability with the meteorological environment.

In addressing these questions we highlight the strengths and weaknesses of ICOsahedral Nonhydrostatic (ICON), 
configured as an LES, and identify the limitations that future work must overcome to get the most out of the tech-
nique. We proceed as follows: Section 2 describes the simulation configurations, observations and the forward 
operators used to better compare the simulation output with measurements. Section 3 discusses the similarities of 
cloudiness in the ICON-LES and observations. We conclude with Section 4.

2. Data and Methods
2.1. Simulations

We focus on the downwind trades of the North Atlantic during January–February 2020, a period when this area 
has been intensively sampled as part of the EUREC 4A field campaign (Stevens et al., 2021). We conducted simu-
lations with the ICON model family (Dipankar et al., 2015; Gassmann, 2013; Wan et al., 2013; Zängl et al., 2015) 
at grid spacings of 1.25 km (ICON-SRM), 624 m (ICON-624m), 312 m (ICON-312m) and 156 m (ICON-156m). 
With the exception of the storm-resolving simulation (ICON-SRM), which is used for the initialization and to 
provide lateral boundary conditions for the finer mesh, all simulations are based on the large-eddy simulation 
capabilities as in Heinze et al. (2017). This branch of the model is called ICON-Large Eddy Model (ICON-LEM) 
in the remainder of the manuscript.

The configuration of the different simulation domains, and how they are forced is summarized with the help 
of Table 1. The ICON-LEM domains (Figure 1) are extended in the east-west direction to better align with the 
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trade-winds and thereby maximize the temporal coverage of the evolution 
of the shallow convection. The eastern boundaries of the nested domains 
decrease with each refinement by at least two degrees to reduce the 
possibility of numerical artifacts entering the domain with the prevailing 
easterly trades and allow for spin-up of the small-scale turbulence. On 
the western boundaries less of a margin is provided, as inflow from the 
west only occurs at upper levels, and thus at most affects high-clouds, 
which were infrequent and showed little sign of influencing low-level 
cloudiness.

The simulations were designed so that even the smallest (ICON-156m) 
domain would be large enough to capture meso-scale variability in its full 
extent, including all four of the mesoscale patterns observed and defined by 
Stevens et al. (2020b). As such the ICON-156 domain extends over 9.75° 
of longitude and 5.00° of latitude, and thereby covers an area spanning 
about 1,050 km in the east-west direction, and 550 km from the south to 
the north. This makes our finest-grid domains slightly larger than the fine-
grid domain used by Heinze et  al.  (2017) and several times larger than 
the expected (ca. 200  km) size of the meso-scale structures we look to 
represent—as is also evident, for instance, in Figure  1. For the analysis 
itself a common domain from 11°N–15°N and 59.3°W–55.3°W is used 
to reduce influences of the boundary conditions if not stated otherwise. If 
results do not change significantly with resolution, only the ICON-312m 
analysis is displayed.

The simulations were created as follows. First, the ICON-SRM simulations 
were performed to provide initial and boundary conditions for the LES. The 
ICON-SRM simulation were initialized daily from the ECMWF Integrated 
Forecasting System (IFS) for the period between 9 January and 19 February 
and run for 40 hr, with hourly boundary conditions taken from the IFS that 
assimilated available EUREC 4A observations. The last 24  hr of each of 
these 40 hr forecasts were then used to provide lateral boundary condition 
for the continuously running ICON-624m simulation, which then provided 
lateral boundary conditions for a one-way nested ICON-312m simulation, 
and so on.

For the lower boundary, sea skin temperatures were updated every timestep 
based on linearly time-interpolated hourly ERA5 skin temperatures. Skin 
temperatures were chosen over  sea surface temperatures (SST) because 
ICON does not have a skin temperature parameterization and the usage of 
SST would introduce a warm bias assuming the ERA5 skin temperatures 
are accurate. However, there is a possibility that the ERA5 skin tempera-
tures are too cold due to a cold bias of the ERA5 sea surface temperatures, 
which they are based upon. Compared to the SST measured by the research 
vessel Meteor (R/V Meteor), the ERA5 SST is on average 0.4 K colder. The 
use of the skin-temperature introduces another 0.2 K suppression.

If the cool skin-temperature estimated by the surface flux schemes used 
by the ERA5 over-states this effect (and there are some indications that 
it does) this could result in the SSTs being as much as 0.6 K colder than 
observed. A comparison of SSTs measured by the R/V Ronald H. Brown, 
and Saildrones, which operated on an area beyond the EUREC 4A-circle, 
showed biases ranging from −0.4 to +0.2 K (Wick et al., 2023), putting our 
estimates of biases near the cold end of what they record. Attempting to 
correct these biases is however difficult, as doing so introduces the possi-
bility of introducing inconsistencies with the lateral boundary conditions M

od
el

IC
O

N
-S

R
M

IC
O

N
-6

24
m

IC
O

N
-3

12
m

IC
O

N
-1

56
m

Ti
m

ep
er

io
d 

(m
/d

 H
H

)
1/

7–
3/

1
1/

9 
10

–2
/1

9 
10

1/
9 

16
–2

/1
9 

10
2/

1 
06

–2
/8

 0
0

N
o.

 g
rid

 c
el

ls
 ×

 le
ve

ls
6,

77
3,

69
6 

× 
75

4,
52

8,
56

0 
× 

15
0

11
,7

92
,0

76
 ×

 1
50

24
,4

69
,5

88
 ×

 1
50

H
or

. g
rid

 sp
ac

in
g a

1,
24

8 
m

62
4 

m
31

2 
m

15
6 

m

Ve
r. 

gr
id

 sp
ac

in
g 

(lo
w

es
t l

ev
el

/1
,0

00
 m

/2
,0

00
 m

)
20

/1
40

/1
90

 (1
50

 le
ve

ls
)

20
/7

0/
85

 (1
50

 le
ve

ls
)

20
/7

0/
85

 (1
50

 le
ve

ls
)

20
/7

0/
85

 (1
50

 le
ve

ls
)

M
od

el
 to

p 
(k

m
)

35
21

21
21

H
or

. d
om

ai
n

67
W

–4
3W

,
60

.2
5W

–4
5W

,
60

W
–4

7W
,

59
.7

5W
–5

0W
,

0N
–2

4N
7.

5N
–1

7N
9N

–1
6.

25
N

10
.5

N
–1

5.
5N

Fo
rc

in
g 

(e
xc

ep
t S

ST
)

EC
M

W
F 

IF
S 

(h
ou

rly
) b

H
ou

rly
 IC

O
N

-S
R

M
O

ne
-w

ay
 o

nl
in

e 
ne

sti
ng

Fo
rc

in
g 

(S
ST

)
EC

M
W

F 
IF

S 
(f

ix
ed

 a
t i

ni
tia

l t
im

e)
C

on
tin

uo
us

ly
 (l

in
ea

r i
nt

er
p.

 fr
om

 1
h 

ER
A

5 
SK

T)

Re
st

ar
t

D
ai

ly
 a

t 0
0 

U
TC

N
on

e

Tu
rb

ul
en

ce
Tu

rb
ul

en
t k

in
et

ic
 e

ne
rg

y 
(T

K
E)

Sm
ag

or
in

sk
y 

di
ff

us
io

n

M
ic

ro
ph

ys
ic

s
O

ne
 m

om
en

t i
nc

l. 
gr

au
pe

l (
B

al
da

uf
 e

t a
l.,

 2
01

1)
Tw

o 
m

om
en

t (
Se

ife
rt 

&
 B

eh
en

g,
 2

00
6)

C
lo

ud
-s

ch
em

e
Fr

ac
tio

na
l c

lo
ud

 c
ov

er
A

ll-
or

-n
ot

hi
ng

R
ad

ia
tio

n
R

RT
M

 (M
la

w
er

 e
t a

l.,
 1

99
7;

 S
te

ve
ns

 e
t a

l.,
 2

01
3)

 a E
dg

e 
le

ng
th

s o
f t

ria
ng

ul
ar

 g
rid

 c
el

ls
.  b A

na
ly

si
s a

t 0
0;

 1
2 

U
TC

; o
th

er
w

is
e 

IF
S 

fo
re

ca
st.

Ta
bl

e 
1 

O
ve

rv
ie

w
 A

bo
ut

 U
se

d 
Si

m
ul

at
io

n 
C

on
fig

ur
at

io
ns



Journal of Advances in Modeling Earth Systems

SCHULZ AND STEVENS

10.1029/2023MS003648

4 of 21

and pressure gradients of the re-analysis. For this reason we simply note the discrepancy and return to its possible 
effects in the context of analyses where it might have some bearing on the results.

The above procedure required the ICON-LEM simulations to be initialized only once. The ICON-624m was 
initialized at 10 UTC on 9 January, and then used to initialize the ICON-312m 6 hr later. Output after midnight 
of 10 January 2020 until 19 February is used in the analysis, totaling to 40 analysis days.

The method chosen for specifying the lateral boundary conditions for the ICON-624m simulations introduces a 
discontinuity at 16 UTC during the transition from one day's ICON-SRM forecast to the next days. This discon-
tinuity is expected to be small—indeed we see no apparent impact of this daily “re-alignment” of the boundary 
conditions in our analysis—as the ICON-SRM is continually updated by the analysis at its lateral boundaries. 
Re-initializing the ICON-SRM each day, however, helps ensure that the large-scale conditions, and hence the 
lateral boundary conditions provided to the ICON-624m simulation, remain well aligned with what was observed.

An additional nest at 156m grid spacing, ICON-156m, is included for the period of 1–7 February to oppose Sugar 
and Flowers at even higher horizontal resolutions, as it will turn out ICON-LEM has problems to distinguish 
these patterns. The roughly ten-fold greater computational intensity of this configuration precluded a longer 
simulation.

2.1.1. Satellite Forward Simulator

To compare the mesoscale variability and horizontal structure of the cloud field, we use infrared satellite 
imagery. To retrieve consistent fields from the simulations, we rely on the RTTOV forward simulator (Saunders 
et  al.,  2018) to emulate satellite images. In this study, we use the Geostationary Operational Environmental 
Satellite (GOES)-16 Advanced Baseline Imager (ABI) specifications to compare them to the actual satellite's 
instrument, which covers the region of interest with a high temporal and spatial sampling of 10 min and 2 km 

Figure 1. Overview of simulation domains of ICOsahedral Nonhydrostatic (ICON)-SRM (gray), ICON-624m (blue), 
ICON-312m (red) and ICON-156m (brown). The tracks of the research aircraft HALO and R/V L'Atalante, which are 
representative for the two different measurement foci of the EUREC 4A campaign are shown in teal and orange, respectively. 
EUREC 4A-circle is shown in black. The location of the Barbados Cloud Observatory (BCO) and the NTAS buoy are marked 
with a red star at the western and eastern part of the domain, respectively. For a sense of scale, the MODIS image of 12 
February is shown with landmasses colored in green to brown depending on height. The analysis domain is highlighted in 
green, well removed from effects of upstream boundaries.
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(channel 13: 10.35 μm), respectively. In an attempt to get the most consistent synthetic satellite images, we made 
modifications to the most recent version of ICON (2.6.3). These modifications include design changes that let us 
use RTTOV v13 during the run time of ICON and reduce the amount of output that needs to be saved to disk for 
offline calculations. In addition, we use the calculated two-moment microphysics to feed both the internal rapid 
radiative transfer model radiation scheme and the one of RTTOV to make their input consistent.

The synthetic satellite images are calculated every 10 min to match the temporal resolution of the ABI instrument. 
A snapshot of the animation (https://doi.org/10.5281/zenodo.7567204) that visualizes the actual and synthetic 
satellite images for the complete time period is shown in Figure 3.

2.1.2. Radar Forward Simulator

Past work has emphasized how the trade-wind boundary layer is sensitive to the distribution of cloudiness in the 
vertical (Brient et al., 2016; Nuijens et al., 2014; Vogel et al., 2022). Likewise, different patterns of mesoscale 
variability have been shown to be associated with different vertical profiles of cloudiness (Schulz et al., 2021), 
but past work suggests that it proves difficult for simulations to robustly capture this structure (Atlas et al., 2020; 
Stevens et al., 2001) even when not conditioned on different patterns of cloudiness.

Hence in evaluating the fidelity of ICON-LEM we also compare the vertical profiles of the simulations to obser-
vations. For this purpose we use a forward simulator to resemble the vertical distribution of cloudiness as seen by 
the Ka-Band radar positioned at the BCO (see next section), as this is well situated at the downstream end of our 
domain, and was also used in the study by Schulz et al. (2021).

We rely on the radiative transfer simulator Passive and Active Microwave TRANsfer package (PAMTRA) (Mech 
et al., 2020) as it has successfully been used with the same radar frequency in earlier studies in this region (Jacob 
et al., 2020). PAMTRA has been configured similar to Mech et al. (2020) to be consistent with ICON-LEM's 
representation of cloud microphysical processes. Hence, PAMTRA is able to infer the original particle size 
distribution assumed by the simulations from its bulk measures of mixing ratio and number concentration, which 
are saved every 60 s at the location of the BCO. PAMTRA therefore simulates reflectivities that are nominally 
consistent with the microphysical state of the ICON-LES. Although the higher moments of the hydrometeor 
distribution are not strongly constrained by the bulk schemes used to model cloud microphysics, our use of the 
PAMTRA based reflectivities is limited to the creation of a rain and cloud mask, which should limit the impact 
of ambiguities in the forward model.

2.2. Observations

2.2.1. EUREC 4A Observations

Among the tremendous amount of observation platforms that were present in the simulated area during the 
EUREC 4A time period, the BCO, was a fixed point. The BCO is situated at Deebles Point, a windward promon-
tory on Barbados (Stevens et al., 2016), an island situated near the western boundary of our simulation domains. 
We used the measurements from the BCO's vertically pointing Ka-band radar of the Combined Radar And Lidar 
instrument to detect the vertical distribution of hydrometeors. Averaging these measurements in time results in 
echo fractions which are a combined measure of cloud fraction and precipitation fraction. A threshold of −50 dBZ 
has been applied to exclude backscatter from deliquesced large sea-salt aerosols near the lifting-condensation 
level (Klingebiel et al., 2019).

Measurements from radiosondes launched from the BCO and ships, as well as extensive (1,068) dropsondes 
launched from research aircraft along the EUREC 4A-circle (up-wind of the BCO, as shown in Figure 1) (George 
et al., 2021) were integrated into the global observation system to help constrain the large-scale analysis, for 
example, in the set-up of this study. In the past, there had been the concern that the large-scale vertical winds from 
the reanalysis winds would not be representative of the observed conditions. George et al. (2023) demonstrates 
that the mean large-scale vertical motion observed across the EUREC 4A-circle agrees well with the analysis, 
also when the sondes were not included, giving confidence in the ability of the analysis to capture the large-scale 
conditions and provide representative boundary conditions of the ICON-SRM run.

EUREC 4A featured a wide variety of surface, air-born and ship-based radars and lidars as well as passive infor-
mation (Stevens et al., 2021), which could be used for more detailed studies, but for this first evaluation we focus 
on a comparison with the BCO data, as it is sufficient to identify the main issues.

https://doi.org/10.5281/zenodo.7567204
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2.3. Classifications of Meso-Scale Patterns

Two approaches to identify the meso-scale patterns of shallow convection are introduced. First, for identifying 
the days with observed canonical meso-scale patterns, we rely on the manual classifications done by the scientific 
community of the EUREC 4A field campaign as described in Schulz  (2022). The scientists inspected satellite 
images captured during the EUREC 4A time period and labeled regions containing Sugar, Gravel, Flowers or 
Fish. The result of the classification based on infrared satellite images for the analysis region, by day, is shown 
in Figure 4. A day is associated with a particular type if at least 40% of the scientists have assigned a specific 
pattern to the region. If the fraction is below 40% or several patterns have been detected, the day contains mixed 
mesoscale cloud patterns.

These pattern days are used to sub-sample the simulations so as to test their ability to match the characteristics of 
the observations in conjunction with the observation of specific patterns.

Second, we classified the simulations themselves to test whether the frequency of patterns matches with the 
one observed but differs in phase. For this purpose, we classified also the observations again, using the neural 
network that has been successfully used in Schulz et al. (2021). The neural network has been trained to detect the 
cloud patterns in GOES-16 ABI infrared images and classifies in each input image regions that contain a particu-
lar pattern. To apply the neural network to the simulations we used the 10 min output of the RTTOV forward 
simulator as discussed above. The results of these classifications are shown in detail in Figure S1 in Supporting 
Information S1.

3. Similarity of ICON-LES and Observations
3.1. Characterization of Environment

Variability in the atmospheric environment is thought to influence the development of different meso-scale 
patterns of cloudiness. For instance, Schulz et al. (2021) demonstrated that anomalously warm air-masses, which 
tend to originate from lower latitudes, and result in shallower cumulus clouds (with a vertical extent of a couple 
of 100 m) more likely to be classified as Sugar. Anomalously cool air masses tend to originate from higher lati-
tudes, and depending on factors such as the strength of the subsidence or the near-surface wind-speed, align with 
other meso-scale patterns of cloudiness. Thus, in what follows we not only explore to what extent the ICON-LES 
represents the observed structure of the lower troposphere, but also its variability in association with different 
meso-scale patterns of cloudiness.

Figure  5 illustrates the atmospheric boundary layer, its variability within the simulated period, and how it 
co-varies with meso-scale patterns of cloudiness as identified by the satellite imagery. As such it presents a repre-
sentative picture of the winter-time trade-wind boundary layer as captured by the large-eddy simulation during 
the period of EUREC 4A. The simulated profiles of specific humidity, potential temperature, and wind-speed 
are broadly similar to the vertical structure as sampled by the research aircraft across the EUREC 4A-circle. The 
observations and simulations document a moist layer of 1.5–3.5 km with elevated wind speeds, and a well mixed 
sub-cloud layer below about 600 m. On average the simulations show a 1 K cooler and 1 g kg −1 drier moist layer, 
with slightly stronger wind speeds through the bulk of the cloud layer. The reduction in specific humidity in the 
simulations is consistent with what would be expected were the relative humidity unchanged (The difference in 
the specific humidity for a 1 K temperature increase of air at 300 K with a fixed relative humidity of 75% and a 
pressure of 1,015 hPa is 1 g kg −1.). In addition to being absolutely drier, and cooler, the simulations show a more 
continuous transition between the top of the sub-cloud layer at 600 m and the free troposphere (near 3,000 m). 
The soundings document a stronger hydro-lapse, at about 2 km, and a better mixed cloud layer between 600 m 
and 1,500 m.

Systematic biases can be better quantified by comparing the meteogram output from the LEM with near surface 
observations from the R/V Meteor. Figure 6 provides such a comparison for the near surface temperature, humid-
ity and wind-speed. By comparing to the R/V Meteor measurements, we avoid possible distortion associated 
with the effect of the promontory on which the BCO measurements are situated, and temporal sampling biases, 
but must contend with the fact that the R/V Meteor moved north and south along a constant line of longitude 
within the eastern part of the EUREC 4A-circle, while the meteogram output was situated a bit to the east, at a 
fixed position, near the eastern edge of the circle. The comparison confirms the ca. 1 K temperature bias, with a 
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somewhat less pronounced tail toward colder temperatures potentially indicative of less cold-pool activity. The 
simulated near surface relative humidity is slightly higher than observed, but this might result from a poor resolu-
tion of the surface layer. Wind-speeds near the surface are also slightly reduced as compared to the observations, 
in contrast to what is observed in the bulk of the boundary layer. The day-to-day variability of wind-speed is 
however captured in contrast to relative humidity and temperature that vary too little (Figure S3 in Supporting 
Information S1).

Comparing only the circle-median profiles of the simulations with the soundings during flight days, the thermody-
namic structure above 2,000 m agrees better, but the main bias below 2,000 m remains. Focusing on the 1–7 February 
period, which was also simulated with ICON-156m, showed that 1–1.2 K cold-biases were apparent in the sub-cloud 
layer on all three flight days (2, 5, and 7 February) but 1.0 g kg −1 to 1.5 g kg −1 dry and −0.5 m s −1 to 0.5 m s −1 wind 
biases were only evident for the first two of these days (not shown). In both cases (2 and 5 February) the simulated 
cloud layer was shallower than observed. There is a notable and systematic reduction in the wind-speed bias as the 
grid spacing was refined from 623 to 156 m, but no systematic improvement in the thermodynamic structure.

The persistence of the cold bias could, in part, be explained by the sea-surface temperatures being prescribed 
as too cold. Compared to the R/V Meteor measurements, it is hard to make the case for more than a 0.6 K cold 
bias in the surface temperatures (Figure 2), which is less than half of the bias in near surface air-temperatures, 
hence other factors seem to be involved. Even with all observations from EUREC 4A assimilated, the cold and dry 
bias of about 1 K and 1 g kg −1 remains in the ERA5 reanalysis. That the biases are evident for the 2–5 February 
period helps isolate this time-period for more intensive analysis, perhaps also in comparison with the mixed layer 
budgets derived from the sounding data by Albright et al. (2022).

Analysis of the different days shows that large changes in the structure of the cloud layer are apparent, as in the 
observations. The maximum gradient in liquid water potential temperature can vary between 1.5 and 3.5 km on 

Figure 2. Comparison of the simulation's surface boundary conditions based on ERA5 skin-temperatures (SKT) to ERA5 
foundation temperatures (SST) and measurements taken on-board the R/V Meteor at a depth of 2.1 m. For better comparison 
the nearest grid-cells of the model to the ship's track along its north-south transects (12.1° to 14.5°N) at 57.245°W are used. 
Note that the sub-daily variations of ERA5 SSTs are caused by this sampling strategy and are constant in space and time 
within a day.

Figure 3. Snapshot of Geostationary Operational Environmental Satellite-16 Advanced Baseline Imager channel 13 satellite image (left) and the synthetic counterparts 
from ICOsahedral Nonhydrostatic (ICON)-624m, ICON-312m and ICON-156m (from left to right) for 2 February 2020 at 7:50 UTC. Full animation available at 
https://www.doi.org/10.5281/zenodo.7567204.

https://www.doi.org/10.5281/zenodo.7567204
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timescales of several hours. These differences are also evident in Figure 5. To some extent the variability is consist-
ent with environmental variations previously noted in association with the differing cloud patterns, with shal-
lower moist layer for Flowers and Sugar, stronger near surface winds for Gravel and increased lower-tropospheric 
stability in the case of Flowers. The Fish pattern (22 January) is largely influenced by the cloudy part and to a 
smaller extent by the clear-sky region.

3.2. Meso-Scale Patterns

3.2.1. Visual Inspection

To evaluate the ability of the simulations to capture the mesoscale patterning of the atmosphere we first visually 
inspect the spatial distribution of clouds, as was done to identify the cloud patterns in the original studies (e.g., 
Rasp et al., 2020; Stevens et al., 2020b). In the case of the simulated cloud scenes the visualization is based on the 
RTTOV output. These simulated scenes are compared to satellite scenes observed at the same time in Figure 7.

This comparison demonstrates that most of the scenes match the general structure of the patterns with the excep-
tion of Flowers.

The simulated structures of Fish and Gravel align best with observations of the same patterns, as shown in Figure 7a. 
Fish shows band structures of cloudy and clear-sky patches and Gravel consists of much smaller patches that are 
roughly arranged in hexagons. Some clouds also rise deeper and produce stratiform clouds that are also visible for 
this day in the observations. The 2 m-temperature field (not shown) also confirms the frequent and wide-spread 
occurrence of cold pools as are often associated with the cloud-arcs evident on days when these patterns are evident.

Simulated Flowers are, however, not readily distinguishable from the Sugar scene in the simulations. The main 
deficiency appears to be the failure of the simulations to reproduce the stratiform layers observed in association 
with Flowers. This deficiency is not remedied by a factor of four refinement in the horizontal grid (see Figure 

Figure 4. Prevailing meso-scale patterns identified by the EUREC 4A community in Geostationary Operational 
Environmental Satellite-16 Advanced Baseline Imager infrared satellite images (Schulz, 2022), here shown for the analysis 
region.

Figure 5. Variability of the simulated trade-wind boundary layer illustrated by median (black profile) and minimum/maximum (light gray) and 25/75th percentile (dark 
gray) of daily median profiles for total water specific humidity (qt), liquid water potential temperature (θl), cloud water specific mass (qc, averaged over cloudy points 
only), cloud fraction (cf., def. as qc > 0) and wind speed. Profiles of days with clear meso-scale organization are indicated by colors following the scheme of Figure 4: 
Fish (22 January), Flowers (2 February), Gravel (12 January), Sugar (6 February). The levels of maximum θl gradient (inversion height) are indicated with a dashed 
line. For a better comparison with the median profile of the campaign's dropsondes (dashed) that were dropped along the EUREC 4A-circle from the HALO (High 
Altitude and Long Range Research Aircraft) (George et al., 2021), only the encircled area has been analyzed for this figure.
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S2 in Supporting Information S1), as differences between the ICON-624m and the ICON-156m simulations are 
still substantially smaller than between the finest resolution simulations and the observations. Past work (Stevens 
et al., 2001), using more idealized configurations suggest that the development of stratiform layers is quite sensi-
tive to the numerical methods used in both the momentum and scalar transport, rendering the ability of LES to 
differentiate among the ability of different cloud environments to develop stratiform cloud layers as a critical and 
challenging test of the method.

3.2.2. Fractional Coverage From Neural Networks

To objectively describe the capability of the simulations to represent the spatial distribution of cloud patches 
as meso-scale cloud patterns, the synthetic satellite images are also classified by the neural network of Schulz 
et al. (2021). By comparing these classifications with those based on satellite observations, the short-comings of 
the simulation become more apparent.

Figure 8 shows the agreement in daily area fraction A of a particular pattern as identified in the simulation and 
the observations. Here we use the domain of ICON-156m (7.5N–17N and 60.25W–45W) as a common domain 
to improve the sampling. A repetition of the analysis on the smaller domain was noisier, but in qualitative agree-
ment (not shown). The inference from the previous section that Sugar is too widespread can be confirmed by 
this analysis. Day-to-day variability in the area coverage of Sugar is much less in the simulations. It is present in 
nearly 80% of the domain on all days. In the observations, and in contrast, the area fraction ranges between 0% 
and 80%. This appears mostly compensated for by Flowers, which are not identified in the simulations, but are not 

Figure 6. Histograms of temperature (left), relative humidity (middle) and wind speed (right). The observations are based on measurements from the R/V Meteor 
during its north-south transects at about 57.245°W from 12.1° to 14.5°N. The simulation's quantities are based on the meteogram output at 13.3°N, 56.717°W (eastern 
circle edge).

Figure 7. Meso-scale patterns of shallow convection in the trades as defined by Stevens et al. (2020b) and observed in Geostationary Operational Environmental 
Satellite-16 Advanced Baseline Imager images (left) and their simulated counterpart based on ICOsahedral Nonhydrostatic-312m matching the same times and regional 
extent (right). Visualized is the brightness temperature of channel 13 (10.18–10.48 μm).
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infrequent, and on some days quite pronounced, in the observations. In case of Fish, the simulations also fall short 
in representing a comparable area fraction, albeit less markedly deficient than for the case of Flowers. Among all 
the patters, Gravel best matches the observations.

While most patterns do not show a strong dependence on resolution at the simulated scales, and might even slightly 
degrade like Sugar, Gravel improves its match with the observed area-fraction, Figure 9. The bias in the fractional 
coverage of Gravel relative to the observations reduces from 35% to 13%. In the coarser ICON-624m run some 
Flowers patches were identified, but remained largely unrepresented independent of their observed area fraction. 
It should be noted that during the EUREC 4A campaign Flowers mostly consisted only of a few clusters, causing 
the mean area fraction of Flowers to be close to zero with only a few outlier representing larger clusters (Figure 9).

3.3. Cloudiness

3.3.1. Cloud Cover

A basic motivation for studying trade-wind clouds is to better understand what controls different measures of 
cloud amount, both in the mean and its variability. As discussed above, and in the other previously cited studies, 

Figure 8. Daily mean area fraction covered by meso-scale patterns as identified by the neural network on actual (Geostationary Operational Environmental Satellite-16 
Advanced Baseline Imager) and simulated (ICOsahedral Nonhydrostatic-312m) satellite images. 14 days containing high clouds are excluded.

Figure 9. Difference in area-fraction occupied by patterns as identified by the neural network in the model simulations and 
observations. Boxes indicate the interquartile range around the median value. Whiskers extend this range by an additional 1.5 
times the interquartile range. Outliers outside of the whiskers are marked with diamonds.
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cloud cover is one of the most distinguishing factors across the different 
meso-scale patterns. It is this aspect of the patterns that makes them interest-
ing to study. In this section we explore how well the simulations represent the 
mean cloud cover, its vertical profile, its synoptic and diurnal variability, and 
how this varies with environmental changes accompanying the emergence 
of different patterns in the observations. The radiative signature of clouds is 
discussed in § 3.6.

To compare the cloud cover of the simulations with satellite observations, we 
rely again on the brightness temperatures of measured and simulated satellite 
images. Similar to Bony et al. (2020) we define shallow clouds by a bright-
ness temperature between 270 and 290 K, and denote by CB the fraction of 
the domain covered by such clouds. Clouds with a colder brightness temper-
ature are excluded from the calculation, as well as areas which are in close 
proximity to colder temperatures to account for thin cirrus clouds that can 
otherwise be misclassified as low-clouds.

Day-to-day variability in CB agrees well with what was observed by GOES-16 
ABI, Figure 10. The simulated cloud cover is biased slightly low compared to 
the observations, but changes in the simulated daily cloud-cover vary almost 
one-to-one (on average) with the observations.

Although the simulations appear to capture variations in day-to-day cloud 
cover on average, there is considerable variability, and there are days where 
the observed CB is in the upper quantile of its distribution, while the simulated 
CB is in its lower quantile. Discrepancies are most apparent in the time-series, 
for example, between 21 and 27 January, during the presence of high clouds 
and large cloud decks. Cases where more than 10% of the  domain contain 
brightness temperatures below 270 K are marked with a gray horizontal bar 
in Figure 11. Figure 11, however, also highlights that a factor of two discrep-

ancy in cloud amounts can appear on days without high-clouds, for instance on 6 February 2020, which has been 
classified as dominated by Sugar in the observations.

The simulations appear to roughly capture both the variability of CB across days, as it varies with synoptic 
conditions, and variability within a day. To better quantify the simulation of the diurnal cycle of CB without the 
contributions of high clouds we focus on the 1–7 February period, with the exclusion of 3 February. The ICON-
156m output available during this period helps to investigate any resolution sensitivity. The time-series of CB 
over this period is presented in Figure 11b, and as a composite in Figure 12. The mean CB over this period is 
observed to be 5.6% (GOES-16 ABI) and 8.2%, 6.5%, and 5.0% for ICON-624m, ICON-312m, and ICON-156m 
respec tively. However, this improvement with resolution holds only true on average for this limited time-period. 
Across all simulated days without high-clouds during the simulated period the observed cloud cover is 13.5%, 
while the model simulates 12.0% (ICON-624m) and 9.9% (ICON-312m). Because the cloudiness reduces 
systematically with increasing resolution, the bias to the observations on a day-by-day basis varies and does not 
always improve. The coarser resolution run achieves particularly better agreement with the observations when 
stratiform clouds are observed. Previous work which shows a sensitivity to grid aspect ratio (Kazil et al., 2021; 
Stevens et al., 1999, 2001) emphasizes how for many of these quantities the resolution remains marginal or even 
insufficient to provide precise quantitative estimates.

The amplitude of the observed diurnal cycle is 6% and 9%, 7% and 6% for ICON-624m, ICON-312m and 
ICON-156m, respectively. The simulations show a clearer maximum in cloudiness at about 04 LT, which 
decreases through the morning and into the early afternoon. In contrast, the observations show cloudiness to 
decrease slower throughout the morning hours (Figure 12). This is attributable to the stratiform cloud amount 
on 2 and 4 February that develops in the observations and that is not sufficiently represented by the simulations. 
Excluding these days from Figure 12 reduces the discrepancies in the morning hours (not shown). Qualitatively 
our results agree with Vial et al. (2019) but show an overall lower amplitude in the diurnal cycle. Besides differ-
ent definitions of cloudiness, the simulated time-period of the NARVAL campaign was particularly cloudy (Vial 
et al., 2019).

Figure 10. Daily cloud cover as derived from Geostationary Operational 
Environmental Satellite-16 Advanced Baseline Imager and its simulated 
counterpart in ICOsahedral Nonhydrostatic-312m for days without high 
cloud cover. Colored markers indicate dominant meso-scale cloud patterns as 
detected in satellite observations. The identity line is dashed in gray. Linear fit 
is shown together with the 95%-confidence interval in black.
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3.3.2. Vertical Cloud Distribution

The vertical distribution of cloudiness is important for structuring the cloud albedo, but also for the development 
of cloud microphysical processes. In addition to assessing how well this is represented across the EUREC 4A 
period we also explore how it varies as a function of the observed meso-scale pattern of cloudiness, as Schulz 
et al. (2021) documented systematic variations in the vertical structure of cloudiness across patterns.

For this purpose we examine the vertical distribution of cloudiness by means of the high-frequency (60 s) ICON-
LEM column output (meteogram) at the location of the BCO. Because the definition of cloudiness is sensitive to 

the measurement technique, we converted the output to reflectivity to facil-
itate comparison with the BCO radar data as described in Section 2.1.2 and 
adopt echo fraction CE(z) as our measure of cloudiness.

On average the simulated CE(z), shows a typical trade-wind profile 
(Figure 13a) with a peak in cloudiness at the lifting condensation level at 
around 800  m and a slowly decreasing cloudiness to the trade-inversion 
at about 2  km (Siebesma et  al.,  2003; Stevens et  al.,  2001). The simula-
tions show a tendency toward a more bottom heavy profile of cloudiness, 
with an overestimate that is largest near the lifting condensation level and 
through the sub-cloud layer. This difference reduces with resolution, from 
10% (ICON-624m) to 5% (ICON-312m). For the 1–7 February period, the 
differences are also apparent, but less so for the ICON-156m simulation (2%) 
(Figure 13b). These biases extend to the near surface echo fraction, which 
suggests that they are associated with precipitation. The better correspond-
ence to the observations with improved resolution is apparent at all levels, 
also in the near-surface echo fractions, and is consistent with earlier studies 
of more idealized cases (Stevens et al., 2020a).

Figure 11. Timeseries of cloud cover (CB) inferred from actual and synthetic satellite images for the entire analysis period 
(a). (b) Magnifies the time period 1–7 February and includes the result of ICOsahedral Nonhydrostatic-156m. Periods that 
include more than 10% of high clouds based on brightness temperature being below 270 K are indicated by gray bars in 
(a) and (b). Missing low-cloud fractions indicate the presence of high clouds of 50% or more. The median and 25th/75th 
percentile are indicated by thick/thin labeled major ticks on the left y-axis excluding periods with high clouds.

Figure 12. Median diurnal cycle as anomaly to the daily mean within the 
time-period shown in Figure 11c without contributions from high-clouds.
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Compositing CE(z) over days associated with observations of particular meso-scale pattern allows us to test the 
pattern dependent skill of the simulations (Figure 14). Here, a day with a meso-scale pattern is defined as the 
prevailing pattern type manually identified in the C 3ONTEXT data set at the location of the BCO. The separation 
reveals that the differences between simulations and observations do depend on the observed meso-scale context. 
The best resembled profile of CE(z) is the one of Gravel. The cloudiness at the lifting condensation level is well 
matched, especially for the higher resolution run. Further aloft it follows closely the observed distribution. For 
Gravel the main discrepancies are below the lifting condensation level, where the echo fraction indicates more 
precipitation.

The simulations overestimate the near-surface echo fraction (which we associate with rain or drizzle) not only 
for Gravel, but also for Sugar, Flowers and the overall average as well. The underestimation of rain frequency 
in case of Fish, along with its generally lower vertical extent, hint to a reduced activity of the remaining frontal 
system that is thought to structure the Fish patterns (Schulz et al., 2021). This analysis also points out how the 
simulations are limited by sample size for large-scale patterns such as Fish. Only one Fish passed the BCO, albeit 

Figure 13. Cloud fraction variability for entire simulation period (a) and for the subsection of 1–7 February when 
ICOsahedral Nonhydrostatic-156m was also active (b). Standard error is shaded. Labeled ticks mark height and extent of 
maximum cloud fraction and height of the inversion based on the radar observations in former and soundings from Stephan 
et al. (2021) in the later. Colored ticks indicate the identical values for the simulations. The inversion height is defined as the 
height of the maximum vertical gradient of the liquid water potential temperature (θl).

Figure 14. As Figure 13a but here for days where meso-scale patterns were identified in the observations following Schulz (2022). N defines the number of days found 
for each group.
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over 3 days between 21 and 23 January. The long-term mean cloud-profiles 
described in Schulz et  al.  (2021) are slightly different with for example, 
stronger developed Flowers but qualitatively similar. Given the point-wise 
comparison, co-location biases make it difficult to establish the source of 
differences between the observed and simulated profiles. The supplemen-
tal movie shows that this Fish pattern was well developed and passed over 
the observatory also in the simulations (https://www.doi.org/10.5281/
zenodo.7567204). However, it also reveals that in the simulations the pattern 
developed stronger in the east and decayed earlier in the west where the BCO 
is located. This development explains the shallower and more suppressed 
convection that resembles Sugar on 24 January and the reduced occurrence 
of deeper (3–4 km) clouds in the mean. The difference in cloud fraction in 
Figure 11 reflects this.

The issue of representing the cloud fraction at the base of the trade-wind 
inversion, zi, becomes again apparent and especially visible in the case of 
Flowers. CE(zi) is particularly underestimated. The differentiation of the echo 
fraction profile across patterns is less strong in the simulations as observed. 
Sugar and Flowers profiles are alike in the simulations, while Sugar is distin-
guishable from Flowers in the observations by the lack of deeper clouds and 
a vanishing amount of CE(z = 0 m).

3.4. Precipitation

While the above sections have shown that the echo fraction below cloud base 
and therefore the rain frequency is too high on average, their daily anoma-
lies agree reasonably well (Figure 15). Both observed and simulated anoma-
lies  approach 30%. The outliers seen in Figure 15 in the lower right quadrant 
are for 18 and 19 January, when the clouds were organized by a large-scale 

system that developed a strong large-scale contrast in cloudiness with the BCO residing mostly in the clear-sky 
area. In the simulation the organization was less strong and positioned closer to the location of the BCO leading 
to the large offset. The opposite is true for 23 January during the passage of the Fish pattern, when the pattern 
passed the BCO closer in reality (upper left quadrant).

The distribution of echo intensities contributing to the echo fraction differ more substantially between the obser-
vations and simulations. This is shown in Figure  16 which compares the echo intensity distribution at three 
heights. Below cloud base the observed echo intensities are more uniformly distributed, with echos between 
−50 and −25 dBZ being found as often as echoes between −25 and 0 dBZ. In the simulations it is rather rare to 
sample echos less than −25 dBZ, which is compensated by echos around −15 dBZ being twice as frequent as 
observed. Also stronger echos, indicative of more intense rain, are much less likely in the simulations, although 
differences are exaggerated by the saturation of the near-surface radar return at about 15 dBZ. Near cloud base 
the observations also show the emergence of a second mode, with the frequency of echos increasing as the reflec-
tivity decreases below −25 dBZ. The opposite behavior in the simulations likely highlights the inability of the 
simulations to represent the deliquescence of large cloud condensation nuclei, which were shown by Klingebiel 
et al. (2019) to be quite common at the BCO. At 1,500 m where echos are expected to reflect the onset of more 
active coalescence of the lofted hydrometeors, rather than a mixture of precipitation from above with the in-situ 
microphysical development of aerosol and cloud droplets, the match between the simulations and observations 
is better, albeit perhaps less variable in the simulations. The poorness of fit is not sensitive to how we look at 
the data, as using wider bins in the pdf, or using a cumulative distribution function (not shown) leads to similar 
conclusions. The reflectivities might be a useful blueprint on how microphysical processes are represented in 
LES, and thus provide a test of microphysical models.

3.5. Environmental Influence on Cloud Fraction

As demonstrated by Nuijens et al. (2009) for trade-wind clouds observed during the Rain In Cumulus over Ocean 
(RICO) field study (Rauber et al., 2007), and Schulz et al. (2021) for meso-scale patterns of cloudiness, cloud 

Figure 15. Echo fraction at 300 m above sea level at the Barbados Cloud 
Observatory location is representative of the rain fraction. Daily anomalies of 
rain fraction to the entire time series are plotted for radar observations and the 
ICOsahedral Nonhydrostatic-312m simulation. Standard error is calculated 
based on rolling windows of 4 hr and indicated as daily average. Gray dashed 
line indicates the one-to-one line. Gray markers represent days with high 
clouds.

https://www.doi.org/10.5281/zenodo.7567204
https://www.doi.org/10.5281/zenodo.7567204
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amount co-varies with differences in environmental factors such as wind-speed or stability. Cloud fractions tend 
to be less in anomalously warm environments with low wind-speeds, while higher echo-fractions are often pres-
ent in colder regimes under strong inversions and with stronger winds. Here, we test the covariability of cloudi-
ness with the environmental factors, albeit independent of the classification of patterns of cloudiness.

Figure 17 illustrates how CE(z) varies with the three most common environmental conditions correlating with 
meso-scale variability, wind-speed, temperature and inversion strength, as identified by Bony et al. (2020) for 
both observations and simulations. In addition, we also explore co-variability of CE(z) and precipitable water 
(PW), as Nuijens et al. (2009) identified this as a controlling factor. Despite differences in the distribution of 
environmental factors (Figure 17), the near mirror symmetry between the observed profile of the 25th and 75th 
percentiles of CE(z) and those simulated, measures the similarity between the two, something which is relatively 
independent of resolution. Temperature and PW separates the cloud-fraction profiles best compared to lower 
tropospheric stability and wind speed. The sensitivity to PW was also seen (in their case for θe) in the analysis 
of trade-wind clouds during RICO (Nuijens et al., 2009). While the simulations lack cloudiness around 2 km in 
the low temperature case, and to some extent at low wind-speeds, the shallower clouds in the warm case are well 
resembled. Notably, the precipitation change is captured well when comparing the echo fractions of the lowest 
levels, but is generally too strong.

Although wind-speed has been identified to distinguish well between the different meso-scale patterns (Bony 
et al., 2020; Schulz et al., 2021) it mostly acts along patterns of similar cloud fractions (see Figure 3 of Bony 
et al. (2020)) and separates Gravel from Sugar and Fish from Flowers. The similar profiles for both wind-speed 
quantiles in the observations is consistent with such behavior. The simulations show more of a differentiation, 
something also seen in the analysis by Nuijens et al. (2009) across the lower and middle terciles in cloudiness. 
Based on the analysis of meso-scale patterns of variability we would expect a greater differentiation among quan-
tiles for the LTS, this is however not evident in either the observations or simulations, similar to what was found 
by Nuijens et al. (2009) and perhaps indicative of a lack of Flowers in both that and the present study.

3.6. Radiative Effects

In this section we return to the question of cloud cover, as seen through the effect of clouds on the irradiances at 
the top of the atmosphere. These are, after all, the effects that underpin our interests in trade-wind clouds in the 
first place, and the patterns of cloudiness which are shown to modulate them.

Here we use the Clouds and the Earth's Radiant Energy System (CERES) Synoptic (SYN) 1° (SYN1deg) product 
which is enhanced with geostationary satellite data to capture the diurnal cycle (NASA/LARC/SD/ASDC, 2017). 
This introduces a potential bias as the interpretation of the geostationary data is based on modeling, whose fidel-
ity on a day-to-day basis has (to our knowledge) not been investigated but is of importance when capturing the 
cloudiness of meso-scale cloud pattern in the trades (Vial et al., 2021). In addition, the model top-of-the-atmos-
phere (TOA) is at 21 km causing slight differences in the absolute TOA fluxes.

Figure 16. Reflectivity histograms based on radar observations at the Barbados Cloud Observatory and their synthetic 
counter-part for the simulations within the subcloud-layer (300 m), around the cloud base height (750 m) and above 
(1,500 m).
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Overall the simulations reasonably represent the day-to-day variability in the top-of-atmosphere irradiances. 
Figure 18a shows how well the simulated top-of-atmosphere outgoing irradiances matches observations. The 
distribution is well balanced along the identity line, more so when cases with high-clouds are excluded. There is 
a net bias of about 5.5 W m −2, with the simulations cooling less than observed. In both the observations and the 
simulations, Flowers with their large stratiform layers (at least in the observations) and dry free-troposphere are 
associated with days that radiate more heat to space in the net as compared to Gravel days which are close to a 
net zero at the top of the atmosphere.

Simulated cloud radiative effects agree less well with the observations in particular in the day-to-day variabil-
ity. Discrepancies between cloud top temperature, liquid water content and organization of clouds impact both 
the cloudy fluxes as well as the clearsky fluxes. While the latter co-vary well with the observations (Figure S4 
in Supporting Information S1) and are mostly influenced by the amount of daylight hours, while remaining a 
constant albedo, they cannot explain the variability in the shortwave cloud radiative effect of up to ±100%. The 
variability of the longwave cloud radiative effect is much smaller, in particular in the simulations and shows very 
little relationship to the observed one (Figure 18c). The day-to-day variability in net cloud radiative effect is 
therefore mainly driven by the shortwave cloud radiative effect (Figure 18b), but correlation between the obser-
vations and simulations remain weak and substantially less than that for the cloud amount. While our suspicion 
is that most of the biases arise from deficiencies in the simulations and slightly different developments of the 
dynamics affecting particularly the Fish pattern, given the way in which CERES must infer the diurnal cycle 

Figure 17. Dependence of echo fraction on daily averaged environmental conditions (left to right: 10 m wind speed, lower tropospheric stability, 2 m-temperature and 
precipitable water) in both observations (black profiles) and simulations (colored profiles). The 25th–75th percentile range and median of environmental conditions 
are shown in the lower panel. Doted (dashed) profiles correspond to the lower (upper) 25th percentile of environmental conditions. Observations: black; ICOsahedral 
Nonhydrostatic (ICON)-624m: red; ICON-312m: orange.
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using angular distribution models, which may not be optimized for shallow clouds, it is also not immediately 
obvious to what extent the measurements are free of random errors.

As to be expected the net cloud radiative effect, is dominated by the short-wave component, but due to the delete-
rious effect of the long-wave cloud radiative effects, its simulated value correlates even less well with the obser-
vations. This analysis, underlines the difficulty of quantitatively simulating cloudiness, even with relatively fine 

Figure 18. (a) Net top-of-the-atmosphere fluxes of ICOsahedral Nonhydrostatic-312m and Clouds and the Earth's Radiant Energy System. (b, c, d) Daily anomaly of 
cloud radiative effect relative to the studied time-series average (faint markers: entire time-series; bold markers: days with low clouds only). Colored markers indicate 
dominant meso-scale cloud patterns as detected in satellite observations.
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mesh and large domain simulations, perhaps not something that is unexpected given the sensitivity of idealized 
simulations to the implementation (numerics) (Stevens et al., 2001), assumptions that remain in parameterized 
processes and the simulation setup (vertical resolution, aspect ratio) (Kazil et al., 2021) in general.

4. Conclusion
The ability of the ICON large-eddy model to quantitatively capture the thermodynamic structure of the trade-wind 
boundary layer, and the clouds that form within it, has been evaluated using data collected from the EUREC 4A 
field study.

Simulations were performed using the ICON model for 41 days from 9 January through 19 February 2020, over 
exceptionally large domains spanning the trade-wind domain and time period of EUREC 4A. Simulations were 
performed using multiple nests, with grid spacings of 312 and 624 m, and with a yet finer inner nest for an addi-
tional 7 day period between 1 and 7 February. Their large spatial and temporal extent of more than 1,000 km in 
the zonal direction and 500 km in the meridional direction at the hm-scale resolution expands our view on trade-
wind variability.

The simulation strategy, whose large domains enable the simulations to capture the scale at which trade-wind 
clouds organize, combined with the measurement strategy that statistically sampled the boundary layer over a 
large meso-scale region, provides a basis for quantifying the ability of coarse grid large-eddy simulations to 
represent the trade-wind boundary layer and trade-wind clouds, something that, until now, has only been done 
for limited temporal and/or spatial extents. Here, a united view on individual cases and processes studied in the 
past is presented by including BOMEX- and RICO-like convection that naturally occur within the simulated 
variability. The evaluation is further aided through the use of the forward operators RTTOV and PAMTRA to 
allow for a more quantitative comparison to both satellite imagers and surface-based cloud radars. The satellite 
simulator (RTTOV) also enabled the use of a neural-network based pattern classification scheme trained on 
labeled observations.

The simulations are shown to reasonably represent the mean structure of the trade-wind boundary layer, as meas-
ured by the profile of winds, clouds, and thermodynamic variables measured during EUREC 4A. The match is 
not perfect, with the simulated boundary layer being cooler (1 K) and drier (1 g kg −1) than the observed bound-
ary layer, for reasons that may partly be due to a 0.4–0.6 K under-estimate of the sea-surface temperatures by 
the reanalysis. The simulated boundary layer also shows less differentiation between the cloud and inversion 
layer than is observed, also in the mean. The spatial distribution of cloudiness, in particular its match with the 
observed arrangement, have been quantified by the detectability of the neural network. The simulations are able 
to capture differences in the meso-scale structure underlying different meso-scale patterns of cloudiness, but have 
difficulty in fully representing the cloud-forms that accompany these patterns (Schulz et al., 2021). In particular 
there is a deficit of stratiform clouds in association with the Flowers pattern, following the taxonomy of Stevens 
et al. (2020b), and Sugar is more wide-spread than observed.

The observed coverage of low-clouds, of about 14%, is well captured by the simulations, ironically somewhat 
more so on the coarser grids, as cloud cover progressively decreases from 12.0% to 9.9% for the 624 and 312 m 
simulations respectively, suggesting that the goodness of fit at coarser resolution may benefit from compensating 
errors which depend differently on the horizontal versus the vertical grid-spacing. The simulations also well 
represent day-to-day variability in cloudiness, and the mean diurnal cycle—whose amplitude is about 6%, or half 
of the mean—increasingly so as resolution is refined.

The vertical distribution of cloudiness, as measured by the echo fraction at the BCO and compared to a vertically 
pointing cloud radar at that site, agrees reasonably well with the observations. The simulated cloud fractions 
maximize near cloud base, at about 800 m, and decay over a roughly 2 km cloud layer. The simulations tend to 
slightly over-estimate cloud base cloudiness and under-estimate cloudiness near the base of the trade inversion, 
with again too little differentiation between the cloud and inversion layers. The vertical structure of cloudiness 
improves markedly with the refinement of horizontal resolution, but even at 156 m grid spacing the inversion 
layer and its clouds are still poorly differentiated from the cloud layer. Compositing across canonical patterns of 
mesoscale organization highlight the challenge the simulations have in representing Sugar. While prevalent in 
the simulations, simulated Sugar is characterized by cloud-base cloud fractions that are a factor of two too large, 
and simulated Flowers days show little sign of enhanced stratiform cloudiness. All in all, the simulations mainly 
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differentiate Sugar from Flowers from Gravel by progressively deepening the cloud layer, but not otherwise 
changing the vertical distribution of echo fraction, in marked contrast to the observations. Despite the difficulty 
in differentiating among meso-scale cloud patterns, the simulations show cloudiness varying with environmental 
conditions in ways that mimic the data, with PW, near surface temperatures and wind speeds most clearly influ-
encing cloud amount.

The simulations tend to over-estimate the echo fractions in the sub-cloud layer, indicative of too much, perhaps 
too light, precipitation. They also represent a much narrower distribution of echo intensities at cloud base and in 
the sub-cloud layer than is seen in the radar data. The day-to-day variability, that is, the variation in precipitation 
with synoptic conditions, appears to be reasonably well captured, as is the reflectivity distribution within the 
cloud layer.

Although the simulated average cloud cover and the net TOA radiation match well with the observations, the 
day-to-day anomalies in cloud radiative effects as measured by CERES prove difficult to reproduce. Day-to-day 
variability in long-wave cloud radiative effects is uncorrelated, or perhaps even negatively correlated with the 
observations, and short-wave cloud radiative effects are only weakly correlated with the data. Differences in 
clearsky radiation can explain some of the offset in CRE, but are rather constant and cannot explain day-to-day 
discrepancies (see Figure S4 in Supporting Information S1). The cause for the poor match between observed 
and simulated cloud radiative effects merits further investigation, also with possible limitations in the data in 
mind.

For investigating these effects, but also other biases such as the overly cool and dry boundary layer, and the diffi-
culty in developing a stratiform cloud layer, we show that the 7 day period between 1 and 7 February may suffice. 
This period is particularly useful for a more in-depth study as it encompasses two periods of Flowers and one 
of Sugar, which presents some of the greatest challenges for the simulation: (a) the too frequent and invariable 
precipitation produced by the microphysical parameterization, (b) the lack of convergence of cloud amount at 
the lifting condensation level with increasing resolution, (c) the representation of stratiform cloud amount,  and 
ultimately (d) the meso-scale differentiation of Flowers and Sugar. Past experience suggests that using less 
diffusive numerical methods can favor the development of stratiform clouds (e.g., Stevens et al. (2001)), but 
often also in situations like for Sugar, when they do not form. Hence, simulating both with quantitative fidelity 
poses a critical test for hecto-meter scale simulations and the turbulence and microphysical models that accom-
pany them.

EUREC 4A measured a wealth of data, only a small amount of which is used here. For instance additional cloud 
radar data is available from research vessels and research aircrafts, as is water vapor profiling, and passive micro-
wave measurements capable of constraining cloud water. The synergy of large-domain large-eddy simulations 
and the EUREC 4A observations will help to connect individual measurements and create the bigger picture of 
the dynamics driving the observed meso-scale organization. Here, we have demonstrated that the ICON-LES is 
capable to form a rich variety of mesoscale patterns of convection in the trades, but that challenges to quantita-
tively represent the observed structure of the ensuing boundary layer clouds remain.

Data Availability Statement
The simulation output and observations from the EUREC 4A campaign are freely available and can be easily 
accessed via the EUREC 4A-Intake catalog at https://github.com/eurec4a/eurec4a-intake as described at howto.
eurec4a.eu. The specific data sets used from the catalog v1.0.0 (EUREC4A community, 2023) include the 
JOANNE dropsonde data set (George,  2021), the EUREC 4A radiosonde data set (Stephan et  al.,  2020), the 
C 3ONTEXT data set (Schulz, 2022), the BCO Ka-band data set (Hirsch et al., 2022) and the BCO surface mete-
orology data set (Jansen et al., 2020). The processing scripts are available at doi.org/10.5281/zenodo.7591545. 
GOES-16 Advanced Baseline Imager Level 1b radiances are available at doi.org/10.7289/V5BV7DSR and were 
converted with Raspaud et al. (2019) to brightness temperatures. MODIS imagery originates from the NASA 
Worldview application (https://worldview.earthdata.nasa.gov), part of the NASA Earth Observing System Data 
and Information System (EOSDIS). The ERA5 output used in this study (Hersbach et al., 2018) has been provided 
by the Climate Data Store. The Clouds and the Earth's Radiant Energy System (CERES) product used is available 
at NASA/LARC/SD/ASDC (2017).

https://github.com/eurec4a/eurec4a-intake
https://howto.eurec4a.eu
https://howto.eurec4a.eu
https://doi.org/10.5281/zenodo.7591545
https://doi.org/10.7289/V5BV7DSR
https://worldview.earthdata.nasa.gov
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